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Abstract. In this paper, we present a model that automatically differentiates copied versions of original images. Unlike traditional image copy detection schemes, our system is a Convolutional Neural Networks (CNN) based model which means that it does not need any manually-designed features. In addition, a convolutional network is more applicable to image copy detection whose architecture is designed for robustness to geometric distortions. Our model uses fully connected layers to compute a similarity between the CNN features, which are extracted from image pairs by a deep convolutional network. This method is very efficient and scalable to large databases. In order to see the comparison visually, a variety of models are explored. Experimental results demonstrate that our model presents surprising performance on various data sets.
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1 Introduction

Due to the rapid development of technologies like communication, computer network and multimedia, the online multimedia resources are growing exponentially. These advanced technologies are like a double-edged sword, bringing a variety of convenience as well as much challenges to the information security. The convenience of digital image acquisition makes more and more unauthorized copies on the internet. In order to effectively protect the copyright of legitimate users, copyright piracy needs to be monitored. This involves the primary technology, detecting the copies of images.

There are usually two kinds of methods of copyright protection, digital watermarking and copy detection. The digital watermarking technology is to embed watermark information into the image before the image published. Images with no embedded watermark information can not be detected, but the image copy detection only works on the image itself. Because of legal and other reasons, it can not modify image content. Image copy detection becomes a reasonable complement of digital watermarking technology.
In recent years, a technique of mimicking human brain learning—deep learning has made a big leap. It evolved from the initial neural network and achieved great success in a multitude of pattern recognition problems. Take CNN for example, incredible strides had been made on image representation [14]. Because its invariance for translation, scaling, tilting, and other forms of distortion, we build our method surrounding this powerful tool to automatically learn copy image detection.

The contributions of this paper are as follows:

1. The convolutional neural networks are used to directly learn the copy detection task, which does not need any manually-designed features.
2. Different neural network models are proposed and formed a clear contrast, which pave the way for further studies.
3. We apply our models to several data sets, showing tremendous successes in accuracy. It proves that using CNN architecture is perfectly competent for image copy detection.

2 Related Work

2.1 Traditional Image Copy Detection

A traditional image copy detection, includes three main technology parts: feature extraction, feature based index construction and feature comparison. In this section, we briefly review previous works on feature extraction and index construction methods.

The extraction of feature information has two forms, global feature extraction and local feature extraction. The global information can be obtained (like texture) on the whole image. Just like Li in [16], he proposed Gabor texture descriptors using the adjustability of Gabor on the direction and scale. The descriptor is invariant to rotation and scaling invariance. But there is a high false alarm rate for large angle rotation. Copy detection algorithm based on global features is simple in calculation and has high efficiency. But the poor resistance to geometric attacks, especially cropping and rotation, makes scholars prefer detecting image on local features. Berrani [2] computed local differential descriptors for each image which corresponded to the local regions of interest in the image. As [18] puts it, the best performance among all the local descriptors is the Scale Invariant Feature Transform (SIFT) descriptor. This inspires many scholars to do more in-depth research in this field. For example, a method of VLAD (vector of locally aggregated descriptors) based on a compact representation of SIFT was proposed in [11]. Similarly, Cao et al. [3] introduced a new tilt parameters in the affine SIFT transform, using geometric consistency constraints in similarity detection.

In the second part, Bags-of-visual-Words (BOW) and hash algorithms are the most representative methods in the feature based index construction. The BOW [20] extracts image features as visual words. Some others improved it by changing the grouped visual words into visual phrases [28] and visual sentences [23].
H. Ling [17] abandoned previous methods and propose a local binary fingerprint as visual word. This method is available on large data sets and more efficient. But the visual vocabulary discards spatial information of local feature, which will influence the matching work. For indexing algorithm using hashing function, Locality-Sensitive Hashing (LSH) [9] is a popular algorithm in multimedia applications. Recently, many new kinds of hashing schemes have been proposed such as Spectral hashing [13] and Self-taught hashing [27]. These schemes appear a significant improvement over other methods. However, it brings a high computational cost based on local embedding techniques. A robust image hashing based on Discrete Cosine Transform (DCT) and Discrete Wavelet Transform (DWT) for copy detection was presented by Tang [22]. The algorithm for conventional digital operation has good robustness and uniqueness. Subsequently, he put forward a hash based on fan-beam transform algorithm [21] which could resist rotation attacks at any angle.

2.2 Research Progress of CNN

In contrast to the above approaches, we learn features end-to-end directly from input pixels. So a simple but efficient deep learning method is proposed for image copy detection, and it achieves more favorable results on publicly available data sets. Deep learning is a successful model for learning useful representation in research field of images, owing to its strong computing power especially in a large dataset [145]. In the task of copy detection, we conduct experiment on two images, and let the model make a decision whether the detected image is a copy of original image. Therefore, in so many models of deep learning, the siamese CNN model is more suitable for our study.

More recently, researchers in the siamese network have presented different approaches. In [26], researchers compared image patches via a similar architecture. The results showed an good performance with a high computational cost. Because they focused on the center of images too much. In order to learn a high precision arithmetic, Han et al. [7] used a multi-layer network followed by a fully connected network. In [23], the best results were obtained on the KITTI benchmark using CNN to compute the stereo matching cost. The success of these methods means that, for the study of the two inputs, just like our work, siamese CNN model has a broad research space. Inspired by these methods, our network structure is similar to them. But there is a notable difference that we show how to build small but powerful model using discriminative strategies. Contrast with [25] we use pooling layers to increase the robustness for the different variations of copy images. And softmax-with-loss is used to make a simple classification for input images compared to [26]. Our models still have other differences in architecture, like an additional dropout layer and Local Response Normalization (LRN) layer. The proposed method will be described in next section.
3 The Proposed Method

3.1 Overview

Our goal is to learn a image copy detection model. When two images C (copy image) and O (original image) are input to the model, the model give the corresponding output 0 or 1 in which the 1 represents a copy relationship between C and O, and the 0 opposite.

The early Siamese networks [6] used contrastive loss functions to train a similarity metric from real data, which is able to place similar images nearby and keep dissimilar images separated. But in our work we want to identify a copy relationship between the pair of images instead of a metric. Here we put our work as a binary classification task. Input images are divided into two categories, copy pair (1) or not (0).

The models we used in this paper include multiple convolutional and spatial pooling layers to obtain feature vectors, followed by fully connected layer to compare features of input images. This has some similarities with [7][26]. But in order to adapt to our tasks, on the top of models, softmax-with-loss instead of cross-entropy loss or hinge-based loss leads to the learning objective function. After the fundamental models, we offered an additional method which also achieved a good result.

3.2 Network Architectures

Fundamental models. As shown in Fig. [1] depending on whether or not the weights of the two branches are shared, the two branches models have two forms, siamese and pseudo-siamese [26]. Following Simonyans [19] advice, 3 × 3 kernels are adopted to make decision function more discriminative. Rectified Linear Units (ReLU) [13] as a non-linearity for the convolution layers can be used. At the same time, we applied dropout [8] with probability 0.5 between the fully connected layers to avoid overfitting. For the spatial pooling layers, we use max-pooling layers to deal with scale changes. In addition, the proposed 2-channel thought in [26] is also used, which is deemed that two pictures as two channels of a picture is directly fed to a single branch network. The parameters setting in this model is similar to CaffeNet model [12] which is a slightly modified of [14]. But we used fewer layers to construct our model and replaced the final fully connected layer with a two neuron layer.

Hybrid 2-channel siamese model. According to the results of experiment about 2-channel and two branches models (siamese and pseudo-siamese), jointing two images then extracting features has better performance than extracting features separately before concatenating. So a hybrid 2-channel siamese model (see Fig. [2]) is constructed. On the one hand, we convert color images to gray scale images just like data preprocessing of 2-channel method (see Fig. [3]). On the other hand, the two color images are spliced together from top to bottom. So we build a deep CNN to learn feature representations from color and gray
scale images separately, which are then connected and fed into the final fully connected layer. As illustrated in Fig. 2, the convolution property of CNN is to remain convolution order of each layer unchanged. This ensures that the features extracted on up and down spliced image are still the features of two original images. So even though we only use a pseudo-siamese model to extract the characteristics of the input, it can also be regarded as a hybrid of 2-channel and siamese model. The system not only use gray scale images to prevent the impact of brightness but also discover the most discriminative features using RGB color space.

4 Learning

Training. A strongly supervised manner is applied to all models for training. The output $y_i \in (0, 1)$ is the corresponding label (denoting a non-copy and a copy pair, respectively). We use softmax to compute the loss function and to initialize the backpropagation. Stochastic gradient descent with momentum 0.9 and weight decay $\lambda = 0.0005$ are applied to all architectures.

Different learning rates have been tried on the proposed models. We find that setting the initial learning rate 0.00001 then decreasing it every 100,000 iterations produces better results than using larger learning rates. Depending on the network architecture, it takes about 2 to 3 days to train the full network.
Fig. 2. Hybrid 2-channel siamese model: A simple image preprocessing and a pseudo-
siamese model (left) achieves a combination of 2-channel and siamese network (right),
but the model parameters have not increased with the change.

Fig. 3. Image preprocessing: For image pair, O and C, when they are processed into
two channels of a picture, they will be used in the 2-channel model. Besides above
process, in the hybrid 2-channel siamese model, jointing the two picture up and down is also needed.
The weights are initialized from a zero-mean Gaussian distribution with standard deviation 0.01. Finally, all models are trained from scratch.

Data preprocessing. For 2-channel model and hybrid 2-channel siamese model, a process of image preprocessing is needed. It is showed in Fig. [3].

5 Experiments

5.1 Dataset

For deep learning networks, the training data is critical for final results. To collect large data sets, four different data sets were put together to train models, which ultimately constituted more than 52,000 image pairs. We set aside seventy percent of the total data for training. The data sets are widely applied in image copy detection, and can be downloaded conveniently. They are INRIA Copydays dataset [10], CoMoFoD database [24], Image Manipulation Dataset [4], and MICC-F220, MICC-F2000 dataset from [1]. A brief summary is showed in Table [1]. In addition, the INRIA Copydays dataset on the copy image has great transformation called strong copy picture. In order to expand data set and increase the difficulty of experiment, a copy relationship is also thought to exist between the strong copy pictures and any other copy pictures. We chose several combinations and finally generated approximately 10500 image pairs. We also had 25800 image pairs as negative samples, which were crawled from “Web Queries” dataset [13].

Table 1. Data set summary and operation. Table shows corresponding numbers. Each of the original picture and its copy form a pair of input images, then go to test set or train set. Copy image contains a variety of transformation, such as, rotation, scaling, distortion, noise adding and image blurring.

<table>
<thead>
<tr>
<th>Dataset name</th>
<th>original image</th>
<th>copy transformation</th>
<th>generate pair</th>
<th>train</th>
<th>test</th>
</tr>
</thead>
<tbody>
<tr>
<td>INRIA Copydays</td>
<td>157</td>
<td>&gt;19</td>
<td>10490</td>
<td>7746</td>
<td>3744</td>
</tr>
<tr>
<td>CoMoFoD</td>
<td>200</td>
<td>50</td>
<td>10000</td>
<td>10000</td>
<td>0</td>
</tr>
<tr>
<td>Image Manipulation</td>
<td>48</td>
<td>83</td>
<td>3984</td>
<td>0</td>
<td>3984</td>
</tr>
<tr>
<td>MICC-F220</td>
<td>121</td>
<td>10</td>
<td>110</td>
<td>0</td>
<td>110</td>
</tr>
<tr>
<td>MICC-F2000</td>
<td>50</td>
<td>14</td>
<td>700</td>
<td>700</td>
<td>0</td>
</tr>
</tbody>
</table>

5.2 Result

In our experiment, we have first trained our proposed models in a small database about 4000 image pairs, which only chose INRIA Copydays dataset as positive samples. It turns out that 2-channel architecture exhibit best performance in all networks. In the two branches networks, pseudo-siamese model is better than
siamese model. This result is in line with [26] inference. However, as we expanded our data set to a new training, a little change happened. It is presented in Table 2. The expansion of the data set lead to an significant advancement of overall performance, and result of siamese network also catch up with and surpass the other models.

<table>
<thead>
<tr>
<th>Networks</th>
<th>siamese</th>
<th>pseudo-siamese</th>
<th>2-channel</th>
<th>hybrid 2-channel</th>
<th>siamese</th>
</tr>
</thead>
<tbody>
<tr>
<td>small dataset</td>
<td>84</td>
<td>86.5</td>
<td>94.5</td>
<td>92</td>
<td>99.07</td>
</tr>
<tr>
<td>large dataset</td>
<td>99.04</td>
<td>98.6</td>
<td></td>
<td></td>
<td>97.93</td>
</tr>
</tbody>
</table>

The results of experiment show that our models have desired robustness against JPEG, added noise and filtering attacks. We find that each model has advantages and disadvantages of its own, although the results of models are approximate. The judgment errors of two branches model (siamese and pseudo-siamese) is closely related to the colors of original images. If the color of original picture is too simple, the network will not be able to correctly identify the copies of it (image 2 in Fig. 4, it is a black and white picture). But these models are robust to image cropping. Conversely, for the 2-channel, its false results mainly come from cropping. But for a picture similar to the image 2 in Fig. 4, there is a good ability to identify, which is related to gray scale transformation in preprocessing.

The hybrid 2-channel siamese model is more like a combination of two branches and 2-channel method. Although its results are not outstanding, but it can effectively make up for the defects of two branches and 2-channel method. It can recognize a simple color picture and improve the capability against cropping attack to some extent. We analyzed the results of this model and discovered that most of the errors are due to the strong copy pictures (image 4 in Fig. 4). And such pictures accounts for large percentage in test set, which may be the reason for the low accuracy rate. In addition, we choose uniform parameters for each model in the experiment, but in fact if the best outcomes need to be presented, the parameters of each model are different.

In experiment, we chose a unified batch-size 100 for training, 60 for testing, and 300 test-iteration. We also tried to increase feature dimension, or add fully connected layer in two branches respectively, but the effect was not significant.

In order to compare with the traditional methods, we simply designed and extracted SIFT feature, and then utilized the feature matching to obtain matching point set. Lastly we got the final result through setting a proper threshold. SIFT algorithm has good robustness against the changes of the object shape, translation and rotation, but the detection of the feature points is too small for fuzzy image and edge smooth image. If we depend on traditional method, it is time-consuming to get ideal result while being strenuous.
<table>
<thead>
<tr>
<th>Image 0</th>
<th>Image C</th>
<th>siamese</th>
<th>pseudo-siamese</th>
<th>2-channel</th>
<th>hybrid 2-channel siamese</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0.00019</td>
<td>0.000077</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0.99981</td>
<td>0.599923</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0.0004</td>
<td>0.9996</td>
<td>0.009533</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.9999</td>
<td>0.9996</td>
<td>0.990467</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0.956165</td>
<td>0.833159</td>
<td>0.0805</td>
<td>0.152655</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0.043835</td>
<td>0.166841</td>
<td>0.9194</td>
<td>0.847345</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0.0256</td>
<td>0.024573</td>
<td>0.9982</td>
<td>0.401183</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0.9744</td>
<td>0.975427</td>
<td>0.0018</td>
<td>0.598817</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0.0002</td>
<td>0.9998</td>
<td>0.563827</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.9998</td>
<td>0.436173</td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 4.** Performance comparison of siamese, pseudo-siamese, 2-channel and hybrid 2-channel siamese: Results for the classification are presented. Image 1 is a positive example and three of the other images are negative examples. The red line box shows the error result of classification.

### 6 Conclusions

In this paper we presented an effective and efficient image copy detection method based on CNN, which learned a comparing function directly from raw image pixels. Several architectures were studied and each of them displayed extremely good performance. These results indicate that CNN based methods are specifically suited to copy detection task. We compared these models, and summarized their advantages and disadvantages. In the following work, the advantages are to be inherited, the disadvantage help us target our improvement efforts.

Finally, we have to say, such a good result, has a great relationship with the obviously discriminated database. In the next step, we will increase the complexity of the database, but a larger training set and a deeper network can still improve the overall performance. (because our training set in the present experiments is considered smaller than today's standards).
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